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ERP Data I/O Performance - “Superior, Stable, Speedy”
Last month, the nation’s largest-scale ERP system newly opened; KT launched an integrated ERP system for its 38,000 employees by integrating existing financial ERP system with its logistics, purchase, and construction/facility modules. The most troublesome headache for KT’s management information team was the reliable and superior performance of the system, because it should be able to serve tens of thousands of users encompassing procurement, purchase, revenues, financial accounting, supply/demand simulations and performance management. So they finally decided to rely on Veritas DB Edition to solve their challenges. 

Case study 

· Company: KT 

· Challenge: 

· Experienced the decrease in I/O performance 

· Although the ERP was the nation’s largest scale system that supported not only 38,000 employees and but also 7,600 partners, OLTP response time failed to meet the expectations. 

· Solutions: 

· By introducing Veritas DB Edition, KT is now able to easily manage the file system and maximize the device performance.  

· Quick I/O and cached quick I/O features help to maintain the optimized performance of overall DB I/O performance. 

· Introduced Veritas’s application performance management tool, i3, and Mercury’s load-testing tool, LoadRunner. 

· Future Plan: 

· As KT will continue to have need for performance optimization considering constant data increases, they plan to build data archiving to systematically manage the data by the fiscal year. 

Last month, KT completed the deployment of an integrated Enterprise Resource Planning (ERP) system and successfully launched it at the company’s headquarters located at Boondang. With Oracle ERP, KT integrated its business modules that had been separately or manually operated, including financial accounting, real estate, purchase, logistics, and construction/facility. 

KT had previously used only Oracle’s financial module, but they have proceeded with integration project by adding logistics, construction/facility, and purchase modules over the last 17 months. This newly integrated system marks the nation’s largest-scale ERP system serving approximately 38,000 employees. 

In addition, KT also first introduced Shared Services Center (SSC) in the communications industry, making it possible to handle all support business functions at a single location, such as accounting, logistics, and real estate that have been until now handled separately. Common support functions are now incorporated into an accounting center, asset management center, and logistics center, contributing to increasing productivity and the efficiency in staffing by integrating or re-allocating support staff. 

The new system features the ability to allow 7,600 partners in supply chain to access KT’s ERP system over the Internet. The ERP with large purchase and procurement system requires sing sign on (SSO) feature to facilitate collaboration with external users and work in association with market places. 

For this, 200 ERP developers of KT’s management information team and system operation team dedicated themselves to this project. They worked overnight to successfully complete the deployment when it approached the scheduled opening date, particularly focusing on providing the system with the ability to effectively handle tens of thousands of concurrent users while allowing no failure, as well as ensuring high reliability and availability to be required for 365/24 operating ERP. 

It was the performance of the ERP that Jang, Gjun, manger of management information team, KT was most concerned about, because he believed that most high-end systems and software already had high level of stability and recovery features. But he couldn’t find out any appropriate way to accelerate the performance of large ERP system that is to be used by tens of thousands of users. 

KT introduced high-end UNIX servers for increased system reliability, including 7 IBM P690s and 5 Sun Enterprise’s 10Ks, and they have been running the system by separate ERP function modules for enhanced performance. For SSO, KT is using 5 Windows-based servers to run Netigrity’s Extranet Access Management (EAM) solution. 

Jang said, “Internally, the ERP system is divided into Core, Tax, Planning, Procurement, and BSC (Balance Score Card). For Tax, the system should be able to allow for unique requirements of Korea’s tax system, because, for example, only Korea and Japan have value-added tax and purchase verification requirements. Planning is about simulating supply and demand plans, which only includes purchasing plan, while performance assessment is to be included in BSC. And servers should be separately operated to ensure the performance necessary to simulate a large volume of data, and this is also true for Procurement that also requires huge deployment tasks.” 

But all these were not enough to provide desired performance, since after all, the person to assess system’s performance is users in real environment, not IT managers. From the user’s perspective, immediate response to requests should be displayed on the screen without any failure. 

Optimal performance depends on various elements; it is affected by how well the components of the system are tuned, including network, application, operating system, DB, disk CPU and memory. The challenge for management information team was how they could optimize the performance of the solution, in that they had already the best-of-breed solution in place.  

Jang determined that I/O throughput was more important that CPU. He said, “System performance relies on RDBMS, and 80% of the RDBMS performance is decided by I/O throughput. At KT, we have enormous amount of incoming data, we believe that I/O is more important that CPU.” 

But the problem was that DB had limits on I/O throughput, because it had limited resources to use, which meant KT should look for other ways to complement this. Although there were some general methods to improve I/O performance, such as SQL tuning, disk cache size expansion, and bandwidth scaling, KT needed more sophisticated and advanced solutions to achieve dramatic increases in performance. So KT examined various solutions available in the market, and finally determined that Veritas DB Edition was the ideal solution to address their needs.  

Veritas DB Edition improves the performance of raw device and also helps to easily manage the file system, and is provided with a package of Veritas Cluster Server (VCS), Veritas File System (VxFS), and Veritas Volume Manager. 

20% performance increase realized after 2 weeks; test proved.  

In the file system environment, using DB increases manageability but with sacrificed I/O performance. On the other hand, DB implemented with raw device improves the speed through, for example, file system buffering, but since all files should be separately operated, managing them requires using separate commands rather than a set of commands of file systems frequently used. 

Veritas DE Edition satisfies the requirements for both performance and manageability; I/O is operated with a raw device method, and command interfaces can use the file system environment. In addition, unique DB accelerator technology “Veritas Quick I/O” accelerates the performance, while online management feature that enables management even while data is being used allows KT to benefit from overall availability of DB and manageability. 

KT’s Jang said that he had known about the superior feature and benefits of Veritas DB Edition, but he was a little concerned about relatively few references on IBM UNIX platform that KT was operating. In fact, Just one or two years ago, Veritas’s support for server platforms was primarily focused on Sun, but it has been gradually expanding into HP, IBM, Windows, and Linux. 

“Since a year ago, we’ve been informed of Veritas DB Edition and examined it to see if it would work well in our environment. In July we conducted a test and finished in two weeks, and in August, we decided to introduce the solution,” said Jang. 

The fact that all these testing and decision were made only in a matter of two weeks reflects the test results fully lived up to, actually beyond, his team’s expectations. Veritas DB Edition helped achieve increase in performance as much as 20%, which was actually beyond their expectations of 5% increase. So, there’s no reason to lose time in making the final decision.  

Jang explained, “In summer, we executed large volumes of reading/writing operations on IBM server for Tax function and witnessed 20% increase in performance. We installed Veritas DB Edition during the performance optimization of the integrated ERP system, resulting in dramatic improvement in I/O performance, and for writing operation, there was three times increase in performance. For example, if response to writing operation took three seconds without DB Edition, it now takes only one second with the deployment.”   

This improvement was accomplished by DB Edition’s ability to support the tasks of DB through its unique acceleration feature called Quick I/O. Veritas Quick I/O stores the frequently used data into cache and later retrieve them directly from the cache at the request command.  

Improved Quick I/O, “Cached Quick I/O” provides faster speed than raw device. These two features enable DB’s I/O performance to maintain its optimal state by operating reading-intensive DB index with caching and the rest of the data with raw-device method. 

This also provided KT with unexpected additional benefits by enabling them to re-use memory of server, reducing the investment in memory.

Memory of test server was 50 GB, and memory for file cache was set up with 8 GB by default. KT felt the shortage of memory in the phases of operation; however, DB Edition eliminated the need for file cache memory, allowing them to be re-used for the system. With 20% saving in memory use, DB edition helped not only improve the performance, but also increase the efficiency of resource use. 

Solution for frequent DB I/O performance degradation 

Jang said, “We purchased Veritas DB Edition worth of 200 million won. If we were attempting to manually solve the problem without tools in order to achieve 5% performance increase, annual labor cost would account for the half of total cost. If we assume DB Edition’s lifecycle as five years and if we are to achieve the same effect as Veritas DB Edition by putting in more people required to do so, additional 400 million won would be spent. In addition, additional investment in memory is expected to amount to 200 million won. Therefore, Veritas DB Edition ultimately allows us to reduce at least 800 million won.” 

Currently, all the vendors who have file system are server/OS providers, and the only software vendor who has file system without server/OS was Veritas. According to KT, there’s no other solution available in the market to compare with DB Edition from Veritas. Customers who are implementing Veritas DB Edition include the Air Force Headquarters, the National Library of Korea, and KTF. KTF, an affiliate company of KT, said that they also achieved 30% improvements in performance with Veritas DB Edition. 

“The benefits of Veritas DB edition are most evident where frequent I/Os or a large number of short transactions exist. So if companies out there are considering the deployment of the solution, I think that they first examine their own business applications, and if they found some problems with I/O, then I would recommend the testing of DB Edition,” said Jang.  

KT ERP system uses Veritas Net Backup as backup software. EMC’s Disk with 15 TB used by the integrated ERP system keep 7 years of transaction data between businesses in case of National Assembly's Inspection or the request from National Tax Service. 

KT now has three-tier back system; Net Backup deployed for financial ERP system in 2000 is now also used for the integrated ERP system, along with TimeFider, disk image snapshot tool from EMC and SRDF, disk-mirroring software. 

While the integrated ERP system is currently in its initial stages, its full backup capacity provides as much as 1TB. Considering that increase in capacity would result in the increase in backup time, tape drives and other devices were also upgraded along with ERP. Even when running backup operation at 200MB/sec using StorageTec’s Powderhorn Library and 12 9940B drives, one round of full back per week takes two and a half hours to three hours. 

However, Choi, MoonKyung, in charge of ERP operation at the Computer Center of KT, said that there has been no noticeable errors or failures in operating Net Backup. 

“From the perspective of system operators, there’s nothing more important than backup. KT uses a wide range of backup software, but 70% ~ 80% of total backup operations are estimated to rely on Net Backup. While Net Backup version 5.0 was currently released, significant improvement in manageability was accomplished in version 4.5 upgraded from 3.4. In the past, to execute backup copying required manual entry of hundreds of file names into raw device, which forced us to re-execute backup command if there’s any error in typing because it identified capital and small letters. From version 4.5, all we have to do is simply clicking the file lists seen,” said Choi. 

One of the most convenient features of Net Backup 4.5 is its ability to allow access to and control of the backup server from an administrator’s PC as well as backup console. 

As KT EPR system was implemented with complete tuning to maximize the performance from the start of the project, there’s been still no problem found in performance and tuning. In addition to Veritas DB Edition, KT also introduced Veritas(free size) i3, application performance management tool, and MercuryInteractive’s LoadRunner in order to improve performance. 

“We established standard response time by business functions of ERP system, and we made any response which failed to meet this standard be called and prevented from passing. Such a rigorous performance management ultimately led to the system’s ability to support up to 800 concurrent users in one session. Since concurrent users usually average 200, there’s no problem with performance,” stressed Jang. 
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